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1 Introduction

Linear transformations, such as the discrete Fourier transform (DFT) are frequently used in digital signal processing, and their efficiency is very important. In applications where the DFT is applied to a signal, it is often desirable to use successive, possibly overlapping DFTs of smaller extent than the full length of the signal to obtain the spectrum coefficients. These transformations are normally off-line operations on blocks of data, requiring $N$ samples of the signal before the transformation can be computed. The momentary Fourier transform (MFT) is a method of computing the DFT of a sequence in incremental steps. It can be computed using an efficient recursive formula, and it is useful in cases where the detailed evolution of the spectra of a discrete series is wanted, and in cases where only a few Fourier coefficients are needed.

Uses of the incremental DFT were introduced by Papoulis in 1977 [1], and by Bitmead and Anderson in 1981 [5]. A detailed derivation of the momentary Fourier transform was given by Dudás in 1986 [6]. In 1991, Lilly gives a similar derivation, using the term “moving Fourier transform”, and uses the MFT for updating the model of a time-varying system [7].

A synthetic aperture radar (SAR) is a powerful sensor in remote sensing which is capable of observing geophysical parameters of the Earth’s (or another planet’s) surface, regardless of time, day and weather conditions [3]. SAR systems are extensively used for monitoring ocean surface patterns, sea-ice cover, agricultural features and for military applications such as in the detection and tracking of moving targets. A SAR transmits radar signals from an airborne or spaceborne antenna which is perpendicular to the flight direction of the platform which travels at a constant velocity. The back-scattered signal is collected by the antenna and stored in a raw format. Extensive signal processing is required on the ground to produce the output SAR image.

The SPECtral ANalysis (SPECAN) SAR processing algorithm was developed in 1979 by MacDonald Dettwiler and Associates (MDA), as a multi-look version of the deramp-FFT method of pulse compression. In SPECAN, the received signals are multiplied in the time domain by a reference function, and overlapped short length DFTs are used to compress the data. In contrast, a precision processing algorithm such as the Range Doppler (RD) method requires both forward and inverse DFT operations, thus it is less computationally efficient. SPECAN is an efficient algorithm for moderate to low resolution processing and generally implemented in quick look processors for viewing of magnitude detected imagery data.

Burst-mode operation is used in SAR systems, such as RADARSAT or ENVISAT, to image wide swaths, to save power or to reduce data link bandwidth. In this operational mode, the received data is windowed in a periodic fashion in the azimuth time variable, which results in a segmented frequency-time structure of its Doppler energy. This
frequency-time pattern requires special processing to maintain accurate focusing, consistent phase and efficient computing.

2 Research objectives

The objective of my research was to further develop the theory of the MFT, examine its properties and applications, and in particular, see what advantages it offers to SPECAN processing and to the short IFFT (SIFFT) burst-mode processing algorithm.

I introduced the momentary matrix transform (MMT), and showed when the MMT takes the form of the DFT or the IDFT, the resulting MFT and IMFT have an efficient computational structure. The properties and computing efficiency of the MFT was also investigated.

The azimuth FM rate of the received signal varies in each range cell, which leads to the issue of keeping the azimuth resolution and output sampling rate constant. I derived a tailor-made reduced MFT algorithm and showed what advantages the MFT method offers versus the FFT algorithms when they are applied to the SPECAN SAR processing algorithm.

I investigated in details the properties of the received burst-mode data of the ScanSAR operation mode. I showed the effect of the Doppler centroid and the circular convolution on the Doppler history. I analyzed the properties of the input and output target space of the SIFFT algorithm and derived closed formulas for them. I defined the arithmetic of the SIFFT algorithm using IMFT and IFFT and showed how the IMFT algorithm can improve the computational efficiency of the SIFFT algorithm.

3 New results

Thesis 1: The momentary Fourier transformation pair [J1, J2, J3, C3]

The momentary Fourier transform (MFT) computes the DFT of a discrete-time sequence for every new sample in an efficient recursive form. I gave an alternate derivation of the MFT and IMFT using the momentary matrix transform (MMT) (Thesis 1.1) and examined the their properties and efficiency (Thesis 1.2).

Thesis 1.1: Derivation of the momentary Fourier transformation pair from recursive matrix transformations

Let $x$ be arbitrary discrete time sequence analyzed through an $N$-point window, ending at the current time $i$. In subsequent analyses, the window will be advanced one sample at a time. At sample $i$, $x_i$ enters the window, while $x_{i-N}$ leaves the window. Let $T$ be an $N \times N$ nonsingular matrix, which represent a linear transformation and has the inverse $T^{-1}$. The sequence of index vectors is transformed by $T$ at each sample. From the general
form of momentary matrix transform (MMT), I introduced the recursive form of the MMT:

\[ y_i = T x_i = T P T^{-1} y_{i-1} + T \Delta x_i \]  

(1)

In eqn. (1), \( P \) is the \( N \times N \) elementary cyclic permutation matrix while \( \Delta x_i \) is the so-called adjustment vector made in the last row for the difference between the samples entering and leaving the window. Note, calculation of the newly transformed index vector \( y_i \) in eqn. (1) is obtained from the previously transformed vector \( y_{i-1} \) and the difference between samples entering and leaving the window. The recursive MMT can be diagonalized and has the following diagonal form:

\[
y_i = \begin{bmatrix}
\lambda_k & 0 & \ldots & 0 \\
0 & \lambda_l & 0 & \ldots \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_m
\end{bmatrix} y_{i-1} + T_{N-1} (x_i - x_{i,N}) 
\]  

(2)

where \( T_{N-1} \) is the last column of the matrix \( T \), \( \lambda_k = w^{-k} = e^{j2\pi k/N} \) is the eigenvalue of \( P \) and \( k, l, m \in \{0,1,\ldots,N-1\} \).

I showed, if \( T \) performs the DFT, \( F \) (eqn. (3)) or the IDFT, \( F^{-1} \) (eqn. (4)), diagonal forms of the MMT can be obtained:

\[
y_i = F P F^{-1} y_{i-1} + F \Delta x_i = \begin{bmatrix}
1 & 0 & \ldots & 0 \\
0 & w^{-1} & 0 & \ldots \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & w^{-(N-1)}
\end{bmatrix} y_{i-1} + \begin{bmatrix}
1 \\
w^{-1} \\
w^{-2} \\
w^{-(N-1)}
\end{bmatrix} (x_i - x_{i,N}) 
\]  

(3)

\[
x_i = F^{-1} P F x_{i-1} + F^{-1} \Delta y_i = \begin{bmatrix}
1 & 0 & \ldots & 0 \\
0 & w^{(N-1)} & 0 & \ldots \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & w^{-1}
\end{bmatrix} x_{i-1} + \begin{bmatrix}
1 \\
w^{(N-1)} \\
w^{(N-2)} \\
w^{-2}
\end{bmatrix} (y_i - y_{i,N}) 
\]  

(4)
Equation (3) expresses the recursive equation of the *momentary Fourier-transform (MFT)* [6, 7, 8]. The $N$-element vector $y_i$ contains the Fourier coefficients of the $N$-point sequence $x_i$ ending at sample $i$. Note that each spectral component $y_{i,k}$ can be calculated independently,

$$y_{i,k} = w^{-k} \left( y_{i-1,k} + x_i - x_{i-N} \right)$$

(5)

which increases efficiency if only a few frequency components need to be computed, as in the zoom transform. Also note that only one complex multiplication and two complex additions are needed to update each spectrum component.

On the other hand, eqn. (4) is the dual of the MFT, the recursive *inverse momentary Fourier-transform (IMFT)*, where the $N$-element vector $x_i$ contains the $N$-point time sequence and $y_i$ contains $N$ Fourier coefficients ending at frequency bin $i$. Note that each sample in $x_i$ can also be obtained independently and the same twiddle factors, but in different order, can be used to calculate both the MFT and IMFT.

**Thesis 1.2: Comparison of MFT to FFT algorithms**

Consider the case where $N$ point DFTs are used to analyze an $M$-point complex-valued data record. If the window is shifted by $q$ samples between each DFT application, where $1 \leq q \leq N$, then $\frac{M - N}{q} + 1$ DFTs are needed to spectrum analyze the record, in the case of FFT. If the MFT is applied, $M$ MFTs are needed, because the spectrum coefficients have to be calculated in each time samples, irrespectively of the value of $q$.

I showed that the number of shift between DFTs when the MFT is more efficient than the radix-2 FFT is

$$q_{MFT} \leq \frac{(M - N) \left[ 5N \log_2 (N) \right]}{M \left( 8N_c - 1 \right) - 5N \log_2 (N)}$$

(6)

As we can see from eqn. (6), $q_{MFT}$ is function of the length of the data record ($M$), the size of the window ($N$) and the calculated MFT spectrum coefficients ($N_c$). In Figure 1, the shift between DFTs when the MFT is more efficient is shown as a function of the window length, with two values of $N_c$.

The full MFT is more efficient compared to the radix-2 FFT, if the shift between DFTs is very small ($q_{MFT} \leq 5$), while for the reduced MFT ($N_c = N/4$), the MFT is more efficient even for larger values of shift. The computational load for small amount of shifts is given in Figure 2.
The arithmetic of MFT is linear with the number of the computed spectrum coefficients \((N_c)\) and the length of the data record \((M)\). For a given record size the MFT arithmetic remains the same, with varying shifts, while the FFT arithmetic drops down considerably as the value of shift gets larger (Figure 2).

**Thesis 2: Application of MFT to the SPECAN algorithm [J3, C2, T1]**

I derived a reduced-MFT algorithm for the SPECAN SAR processing algorithm (Thesis 2.1). I examined the arithmetic of SPECAN using different DFT algorithms (Thesis 2.2)
and showed what advantages the MFT has compared to the FFT algorithms when they are applied to SPECAN (Thesis 2.3).

**Thesis 2.1: Reduced MFT algorithm for SPECAN**

The azimuth FM rate of the received SAR signal is inversely proportional to range, so it changes as the range varies in each cell. In order to keep the resolution and output sampling rate constant across the swath, there is a need to choose different DFT lengths for SPECAN, with the DFT length increasing one sample at a time as range increases. The effect of the varying range on the FM rate and the desired DFT length for a typical airborne radar case is shown in Figure 3. Note that there is a need for a wide range of DFT lengths to keep the resolution constant through the whole swath.

![Figure 3 Azimuth FM rate and DFT length in SPECAN](image)

The Radix-2 FFT algorithm can be only used when the DFT length is a power of two (Figure 3, \( N = 256 \)). In other cases of window length a mixed-radix FFT algorithm is used to achieve efficiency only for highly composite \( N \). It means, for each different DFT a different FFT algorithm should be implemented within the SPECAN processor, which makes the architecture rather complex when many different FFT lengths are needed. In contrast to FFT algorithms, the structure and the efficiency of the MFT does not rely upon the size of the DFT. The same simple algorithm can be used to calculate all of the necessary DFTs during the azimuth compression.

In SPECAN, during the DFT extraction only a portion of the spectrum coefficients - the good output samples \((G)\) - are used at the same time to obtain the compressed data. Although the amount of these spectrum components remains the same through the processing, their position changes with the DFTs. So, the conventional form of the
reduced-MFT algorithm cannot be used. The sub-band of the calculated spectrum coefficients has to change its positions in the frequency domain in phase with position of the good output samples. I gave a detailed derivation of the reduced-MFT algorithm for SPECAN and showed how many real operations are needed to process the whole processing region with the reduced MFT (eqn (7)).

\[ \text{MFTOPS} = \text{MFTOPS}_{\text{DFT1}} + \left( \frac{M - N}{q} + 1 \right) \left( \text{MFTOPS}_{\text{DFT2NEW}} + \text{MFTOPS}_{\text{DFT2OLD}} \right) \]

\[ = N \left[ 8G + 2 \right] + \left( \frac{M - N}{q} + 1 \right) \left( N \left[ 8L + 2 \right] + q \left[ 8 \left( G - L \right) + 2 \right] \right) \]

(7)

Although eqn. (7) looks rather complex, the implementation of the reduced MFT algorithm is the same as the full MFT algorithm, except the timing and synchronization of the sub-band of the calculated spectrum coefficients.

**Thesis 2.2: Arithmetic of SPECAN**

Figure 4 shows the number of operations of the SPECAN azimuth compression for the airborne radar case, covering the range of DFT lengths defined in Figure 3. In this figure, the arithmetic of the direct DFT algorithm, the full and reduced MFT, the mixed-radix and the radix-2 FFT are compared. In Figure 4, it can be seen that the FFT arithmetic is generally smaller than the MFT arithmetic, although it is quite variable as the radix changes throughout the range swath.

![Figure 4](image)

**Figure 4** Arithmetic of SPECAN azimuth compression with different DFT algorithms
Note that the arithmetic of the full and reduced MFT is more uniform in contrast with the arithmetic of the mixed-radix FFT algorithms. Also note, that the arithmetic of the mixed-radix algorithm is equal to the direct DFT if the window length is a non-composite number (i.e. prime) and the radix-2 FFT algorithm can be used only once during the process, when the DFT length is 256 samples.

**Thesis 2.3: Output sampling rate of SPECAN**

Beside the complexity and computational efficiency, another important issue in the SPECAN algorithm to keep the output sampling rate constant. In other words, targets which are \( T \) seconds apart in azimuth input time must appear \( T \) seconds apart in the output data. It was shown in [11] that the azimuth output sample rate is

\[
F_{out} = \frac{K_a N}{F_a} \text{ Hz}
\]

where \( K_a \) is the azimuth FM rate and \( F_a \) is the azimuth sampling rate. The output sampling rate strongly depends on the azimuth FM rate, so when it changes throughout the swath, there is a need for slowly varying DFT length to keep the output sampling rate constant. Figure 5 shows \( F_{out} \) as the function of range, when MFT and radix-2 FFT is applied in the SPECAN algorithm to an airborne system. Note when the MFT algorithm is applied, the output sampling rate is more uniform, while when the radix-2 FFT is used it has a large migration. The reason of this migration is that only two transformation lengths 256 and 512 can be used when the radix-2 FFT is applied to SPECAN.

![Output Sampling Rate](image)

**Figure 5** The output sampling rate of the SPECAN algorithm
**Thesis 3: Properties of burst-mode SAR data processing and the SIFFT algorithm [J1, J2]**

I gave detailed description of the properties of burst-mode data processing and the SIFFT algorithm. I showed the effect of the frequency domain convolution on the Doppler history of burst-mode data (Thesis 3.1), and how the Doppler history is effected when the aperture contains an odd or even number of complete bursts (Thesis 3.2). I derived the shift between the spectra of two consecutive compressed targets and two consecutive IFFTs in the Doppler history (Thesis 3.3), and gave explicit formulas for both the input and output target space of the SIFFT algorithm (Thesis 3.4).

**Thesis 3.1: Effect of the circular convolution on the Doppler history**

The region of fully exposed targets is between the two triangular shaped partially exposed regions in the azimuth time and in the frequency-time diagram. This relationship between the regions is not valid in the Doppler history. Originally, the position of region of targets previous to aperture is before the region of the fully exposed targets, corresponding to the position of targets to the synthetic aperture in azimuth time domain. The change in the position of the region of targets previous to aperture is caused by the wrap-around properties of the frequency domain convolution.

![Figure 6](image_url)

*Figure 6* Effect of the circular convolution on the Doppler history, azimuth DFT length is 4 bursts and 4 gaps long

Figure 6 shows the original parallelogram region of the Doppler history and how the region of targets previous to aperture (light gray) gets ‘wrapped-around’, when
frequency-domain circular convolution [4] is used instead of time-domain linear convolution. Note that targets in the fully exposed region get compressed into different output cells, while when the top triangle gets wrapped-around different targets are compressed into the same cell depending on which Doppler sub-band (e.g. burst 1 or burst 3) is used. This property of the wrapped-around target Doppler history has to be taken under consideration, when extracting targets during burst-mode signal compression.

Thesis 3.2: Effect of the number of complete burst in the synthetic aperture

Usually target exposures (burst bandwidths) closest to the Doppler centroid are used for target extraction in burst-mode data processing. Figure 7 (a) and (b) show the Doppler history of the same aperture when it contains three or four full bursts and the length of the azimuth DFT is equal to the synthetic aperture ($N_{\text{fft}} = N_a$). The processing region in the Doppler frequency domain is three burst-bandwidth wide ($3 F_{\text{burst Hz}}$) around the Doppler centroid, independently of the number of burst in the aperture. The start and end point of this region are

$P_{\text{start}} = \left( \frac{k_a}{2} - 1.5 \right) F_{\text{burst Hz}} = k_{\text{start}} F_{\text{burst Hz}} [\text{Hz}]$

$P_{\text{end}} = \left( \frac{k_a}{2} + 1.5 \right) F_{\text{burst Hz}} = k_{\text{end}} F_{\text{burst Hz}} [\text{Hz}]$

(9)

where $k_a$ equals the number of burst lengths ($\text{bursts} + \text{gaps}$) in the aperture (i.e. $F_a = k_a F_{\text{burst Hz}}$). It is assumed that there are an integer number of bursts and gaps in the aperture, and the first interval is a burst.

![Figure 7](image-url) The Doppler history when there are odd or even number of bursts in the synthetic aperture
It can be shown that if there is an odd number of bursts in the aperture then \( k_{\text{start}} \) is odd, while if the aperture contains an even number of bursts, it is even. This also means that right around the \( F_{dc} \) there is a burst in the even case and a gap in the odd case. This property affects the pattern of targets exposure in the processing region in the following way:

- If there is an odd number of complete bursts in the aperture, the first group of bursts starts in the middle and ends at the beginning of the processing region (Figure 7 (a)). The second group starts at the end and scans through the whole interval. The last target group (from targets previous to aperture) also starts at the end but it lasts only until the middle of the region. Note that the first and last group contain only half the number of targets than the other groups.
- If there is an even number of complete bursts in the aperture, all target groups have the same length, start at the end, and last until the beginning of the processing region (Figure 7 (b)).

**Thesis 3.3: Shift between output targets and IFFTs**

The shift between the spectra of two consecutive compressed targets \( q_{\text{outar}} \) in the Doppler history is shown in Figure 8 and can be obtained as follows:

\[
q_{\text{outar \ Hz}} = q_{\text{sar \ Hz}} \frac{N_{\text{FFT}}}{N_{\text{IFFT}}} = \frac{K_{\text{a}} N_{\text{FFT}}}{F_{a} N_{\text{IFFT}}} \text{ [Hz]}
\]

\[
q_{\text{outar \ bin}} = \text{round}\left(\frac{q_{\text{outar \ Hz}}}{\Delta f}\right) = \text{round}\left(q_{\text{outar \ Hz}} \frac{N_{\text{FFT}}}{F_{a}}\right) = \text{round}\left(\frac{K_{\text{a}} N_{\text{FFT}}^{2}}{F_{a}^{2} N_{\text{IFFT}}}\right) \text{ [frequency bin]}
\]

The shift between two consecutive IFFTs \( q_{\text{iff}} \) in the SIFFT algorithm is also indicated in Figure 8 and can be obtained as follows. All IFFTs start at the beginning of a burst's spectra of a target, so \( q_{\text{iff}} \) can be divided into integer number of \( q_{\text{outar}} \) (Figure 8). The number of \( q_{\text{outar}} \) in the shift between two consecutive IFFTs is

\[
Q_{\text{outar}} = \text{floor}\left(\frac{N_{\text{IFFT}} - F_{\text{burst \ bin}}}{q_{\text{outar \ bin}}}\right) + 1
\]

Using eqn. (11) the shift between two consecutive IFFTs \( q_{\text{iff}} \) is

\[
q_{\text{iff}} = q_{\text{outar \ bin}} \left(\text{floor}\left(\frac{N_{\text{IFFT}} - F_{\text{burst \ bin}}}{q_{\text{outar \ bin}}}\right) + 1\right) \text{ [frequency bin]}
\]
When $N_{IFFT \ Min}$ is used, the shift between IFFTs is equal to the shift between output targets ($q_{diff} = q_{outar}$). When $N_{IFFT}$ gets larger, $q_{diff}$ also gets larger, thus fewer IFFTs are needed to compress all targets (i.e. one IFFT extracts more targets).

![Figure 8 Shift between two consecutive IFFTs](image)

**Thesis 3.4: Input and output target space**

I showed how many targets from an azimuth DFT can be compressed using the SIFFT algorithm. During the investigation it was assumed that targets having a complete burst exposure in the processing region are being compressed.

The number of processed targets from previous to aperture ($ITS_{before}$) is independent from the azimuth DFT length ($N_{FFT}$), and it can be shown that

$$ITS_{before} = \frac{N_a + N_b}{2}$$

(13)

The number of extracted fully exposed targets ($ITS_{fully}$) is the same as the number of targets compressed in continuous mode processing and, depends linearly on the azimuth DFT length:

$$ITS_{fully} = N_{FFT} - N_a + 1$$

(14)

When the minimum $N_{FFT}$ is used, the number of extracted targets from after aperture ($ITS_{after}$) is equal to $ITS_{before}$. As the azimuth DFT gets larger, $ITS_{after}$ gets smaller until another full gap and full burst is not covered by the DFT. During this $2N_b$ interval, $ITS_{after}$, depends linearly on $N_{FFT}$, and can be obtained as follows:
\[ ITS_{after} = \frac{N_a + N_b}{2} - 2N_b \text{fraction}\left(\frac{N_{FFT} - N_a}{2N_b}\right) \]

The whole input target space (ITS) for a given azimuth DFT \(N_{FFT}\) is equal to the sum of the number of processed targets in the three regions \(ITS = ITS_{before} + ITS_{fully} + ITS_{after}\), and can be expressed as follows:

\[ ITS = N_a + N_b + 1 + 2N_b \text{floor}\left(\frac{N_{FFT} - N_a}{2N_b}\right) \]

\[ (16) \]

\(ITS, ITS_{before}, ITS_{fully}\) and \(ITS_{after}\) versus the azimuth DFT length are shown in Figure 9. In the given example, \(N_a = 1400\) sample, \(N_b = 280\) sample and \(N_a \leq N_{FFT} \leq N_a + 7N_b\). As it can be seen from the figure, ITS is a step function: it starts at \(N_a + N_b + 1\) and is constant for a \(2N_b\) interval, then jumps with \(2N_b\) when \(N_{FFT}\) contains an odd number of complete bursts and gaps \(N_{FFT} = (2k+1)N_b\).

**Figure 9** Input target space vs. azimuth DFT length

The output target space (OTS), or the number of targets which are compressed by the SIFFT algorithm, is proportional to ITS and can be expressed as follows:
\[ OTS = \text{floor}(ITS \cdot \rho_{\text{SIFFT}}) = \text{floor}\left(\left(\frac{N_a + N_b + 1 + 2N_b}{2} \frac{N_{\text{FFT}} - N_a}{2N_b}\right) \frac{N_{\text{FFT}}}{N_{\text{FFT}}}\right) \]  

(17)

where \(\rho_{\text{SIFFT}}\) is the output resolution of the SIFFT algorithm.

The number of compressed targets in the three regions can be obtained similarly to \(OTS\):

\[ OTS_{\text{before}} = \text{floor}\left(\frac{N_a + N_b}{2} \frac{N_{\text{FFT}}}{N_{\text{FFT}}}\right) \]

\[ OTS_{\text{fully}} = \text{floor}\left(\left(\frac{N_{\text{FFT}} - N_a}{2N_b}\right) \frac{N_{\text{FFT}}}{N_{\text{FFT}}}\right) + 1 \]

\[ OTS_{\text{after}} = \text{floor}\left(\left(\frac{N_a + N_b}{2} - 2N_b \text{fraction}\left(\frac{N_{\text{FFT}} - N_a}{2N_b}\right)\right) \frac{N_{\text{FFT}}}{N_{\text{FFT}}}\right) \]

(18)

**Thesis 4: Efficiency of the SIFFT algorithm [J1, J2, J3 C1]**

I examined the arithmetic and the efficiency of the SIFFT algorithm using the IMFT and mixed-radix IFFT algorithms. I gave explicit formulas for the arithmetic of SIFFT and showed how it depends on the azimuth DFT length. I also investigated the efficiency of the SIFFT when it is applied to Envisat burst-mode data.

**Thesis 4.1: Arithmetic of SIFFT**

The processing region of a burst-mode processing algorithm is three burst-bandwidth (3\(F_{\text{burst bin}}\)) long in the Doppler history. Thus both the IFFT and IMFT algorithms are applied only in this region when they are used in the SIFFT algorithm. There is \(q_{\text{ift}}\) (eqn. (12)) shift between consecutive IFFTs to compress all targets in a 3\(F_{\text{burst bin}}\) long region. Than the number of IFFTs applied in the processing region is

\[ \text{NUM}_{\text{IFT}} = \text{cei}(\frac{3F_{\text{burst bin}} - N_{\text{IFT}}}{q_{\text{ift}}} + 1) \]

(19)

The number of operations needed to compress all targets using the IFFT algorithm is...
\[ NOP_{\text{IFFT}} = \text{NUM}_{\text{IFFT}} \cdot NOP_{\text{arr}} = c e i l \left( \frac{3F_{\text{burst bin}} - N_{\text{FFT}}}{q_{\text{iff}} \log_2(N)} + 1 \right) NOP_{\text{arr}} \]  

(20)

where \( NOP_{\text{arr}} \) is the number of operations needed for one \( N \) sample long mixed-radix IFFT. \( NOP_{\text{arr}} \) is smaller when \( N \) is a higher composite number. If \( N \) is power of 2 (radix-2 IFFT) then \( NOP_{\text{arr}} = 5N \log_2(N) \).

In case of IMFT with a \( N_{\text{IMFT}} \) long window, \( NOP_{\text{IMFT}} = M(8N_{\text{IMFT}} + 2) \) real operations are needed to process an \( M \)-point complex data record. In the case of 2-beam burst processing \( M = 3F_{\text{burst bin}} \), so the arithmetic of the IMFT algorithm is

\[ NOP_{\text{IMFT}} = 3F_{\text{burst bin}} \left( 8N_{\text{IMFT}} + 2 \right) \]  

(21)

Note that both formulas in eqn. (20) and eqn. (21) depend on the azimuth DFT length \( N_{\text{FFT}} \) in the following way: \( NOP_{\text{IFFT}} \) through \( N_{\text{IFFT}} \), \( F_{\text{burst bin}} \) and \( q_{\text{iff}} \), while \( NOP_{\text{IMFT}} \) through \( N_{\text{IMFT}} \).

**Thesis 4.2: Efficiency vs. azimuth DFT length**

During the arithmetic calculation, parameters of the ideal target simulation given in Table 1 are used with the following azimuth DFT interval: \( 1960 \leq N_{\text{FFT}} \leq 2519 \). First, we make the IFFT and IMFT window length to the minimum \( (N_{\text{IFFT}} = N_{\text{IMFT}} = F_{\text{burst bin}}) \), thus there is only one window length to choose from in the IFFT and IMFT algorithms. Secondly, we consider the case when the IFFT and IMFT window length is allowed to be up to four samples longer than the minimum (i.e. \( F_{\text{burst bin}} \leq N_{\text{IFFT}} \) and \( N_{\text{IMFT}} \leq F_{\text{burst bin}} + 4 \)). This allows some flexibility in choosing a favorable (more efficient) IFFT window from five different window sizes, at the expense of a small decrease in SNR.

<table>
<thead>
<tr>
<th>Processing parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azimuth sampling frequency ( (F_a) )</td>
<td>1673.32</td>
<td>Hz</td>
</tr>
<tr>
<td>Azimuth FM rate ( (K_a) )</td>
<td>-2000</td>
<td>Hz/s</td>
</tr>
<tr>
<td>Doppler Centroid ( (F_d) )</td>
<td>447.1</td>
<td>Hz</td>
</tr>
<tr>
<td>Synthetic aperture length - 3 bursts-2 gaps ( (N_s) )</td>
<td>1400</td>
<td>samples</td>
</tr>
<tr>
<td>Burst length ( (N_b) )</td>
<td>280</td>
<td>samples</td>
</tr>
</tbody>
</table>

**Table 1** Parameters of ideal target simulation

It can be seen from Figure 10 that the arithmetic of the IFFT algorithm is quite variable depending upon the composition of the \( N_{\text{IFFT}} \) length. The IMFT arithmetic is much
smoother and it is a quadratic function of the azimuth DFT length, (eqn. (21), \( N_{IMFT} = F_{burst} \)). It is also seen from the figure that the IMFT algorithm is more efficient in both cases, even if there is an option to choose a more suitable window length for the IFFT algorithm.

Figure 10 Arithmetic of the IFFT and IMFT algorithm vs. azimuth DFT

The output target space can be considered constant for a \( 2N_b \) interval in the azimuth DFT domain. In the example in Figure 10, this interval is \( 560 \) \( N_{FFT} \) long, starts at \( N_{FFT} = 1960 \) and ends at \( N_{FFT} = 2519 \). Within this interval the azimuth DFT length
corresponding to the most efficient IMFT or IFFT length can be used, without affecting the output target space. In Figure 10, the minimum of the arithmetic of the IMFT and the IFFT are also indicated with an asterisk. In the first case (Figure 10 (a)), the IFFT is most efficient when the azimuth DFT length is 2023 samples long, while in the second case (Figure 10 (b)) when \( N_{\text{FFT}} = 2003 \) samples. As it can be seen from eqn. (20) \( NOP_{\text{IFFT}} \) is smaller when a larger \( N_{\text{IFFT}} \) is used and/or when \( NOP_{\text{IMFT}} \) is smaller. When \( N_{\text{FFT}} = 2003 \), both conditions are satisfied to get the arithmetic lower: the \( N_{\text{IFFT}} \) gets larger from 401 to 405 samples and the new window size is a higher composite number, thus \( NOP_{\text{IMFT}} \) is smaller. The investigation to find a more efficient \( N_{\text{IFFT}} \) for a given azimuth DFT length has to be performed for each DFT size in the \( 2N_b \) interval. Then the most efficient IFFT window length’s arithmetic for the given DFT length has to be compared to the arithmetic of the most efficient window lengths corresponding to other DFT sizes. This searching algorithm is rather complex, and can take a long time.

The arithmetic of the IMFT is directly proportional to \( N_{\text{IMFT}} \), so to have the best efficiency, \( N_{\text{IMFT}} \text{ min} \) should be used for each azimuth DFT length. It becomes a quadratic function of \( N_{\text{IFFT}} \) when \( N_{\text{IMFT}} \text{ min} \) is used. In this case, in a \( 2N_b \) long azimuth DFT interval the minimum of the IMFT arithmetic is always at the beginning of the interval (Figure 10). So, at any azimuth DFT length which consists of an odd number of burst lengths (i.e. \( N_{\text{FFT}} = (2k+1)N_b \)), the IMFT algorithm is the most efficient for the next \( 2N_b \) long \( N_{\text{FFT}} \) interval.

**Thesis 4.3: Efficiency of SIFFT when applied to ENVISAT**

During the Envisat efficiency evaluation, we choose the IFFT and IMFT lengths on the principles that we want:

- maximum SNR at near range,
- minimum sampling rate at near range, and
- the sampling rate constant with range,

and we set the azimuth DFT length \( (N_{\text{FFT}}) \) to be 3200 and 4096 samples long.

First, we make \( N_{\text{IFFT}} \) and \( N_{\text{IMFT}} \) as small as possible at near range (i.e. \( N_{\text{IFFT}} = N_{\text{IMFT}} = \text{Max } F_{\text{burst bin}} \)), and have it stay the same with range, even though the burst bandwidth decreases with increasing range. Thus there is only one window length to choose from for the IFFT and the IMFT algorithms.

Second, we consider the case where the IFFT is allowed to be up to 4 samples longer than the minimum (i.e. \( \text{Max } F_{\text{burst bin}} \leq N_{\text{IFFT}} < \text{Max } F_{\text{burst bin}} + 4 \)), while the IMFT length remains the same (i.e. \( N_{\text{IMFT}} = \text{Max } F_{\text{burst bin}} \)). This allows some flexibility in choosing a favorable IFFT length from five different window sizes, at the expense of a small decrease in SNR.

In Figure 11, the average millions of operations (MOPS) is shown for all Envisat swathes when the azimuth DFT is 3200 and 4096 samples long. The arithmetic of the
IMFT algorithm is the same in Figure 11 (a) and (b), and in Figure 11 (c) and (d) respectively, because the azimuth DFT length is the same, and $N_{\text{IFFT Min}}$ is used in the calculations. The trend of the arithmetic of the IMFT is similar in both $N_{\text{FFT}}$ cases, while the IFFT arithmetic is quite variable, depending upon the composition of the IFFT window length. When $N_{\text{FFT}} = 3200$, the IMFT is more efficient for most of the swaths even if there is an option to chose a suitable window length for the IFFT algorithm. When $N_{\text{FFT}} = 4096$, the IMFT is almost always better than the IFFT if only $N_{\text{IFFT Min}}$ can be used. When there is a possibility to choose a favorable IFFT length, the IFFT is more efficient for all the swaths except one, because there is a greater possibility of finding a high composite number in the neighborhood of $N_{\text{IFFT Min}}$.

(a) minimum IFFT length is used, $N_{\text{FFT}} = 3200$

(b) 5 IFFT lengths to choose from, $N_{\text{FFT}} = 3200$
4 Application of new results

The MFT/IMFT transformation pair can provide more efficient computation of the DFT when:

- DFTs are highly overlapped,
- only a few Fourier coefficients are needed,
• a specific, non-composite DFT length is needed, and they can be useful in different applications of signal processing such as:
  • on-line computations in real-time spectral analysis,
  • on-line signal identification and detection,
  • speech processing and
  • radar and sonar processing.

Although, the MFT does not improve the computational efficiency of the SPECAN algorithm, except at the finest resolutions, it has the following advantages over the radix-2 and mixed-radix FFT when they are applied to SPECAN:

  • The MFT has consistent computing load as the DFT length changes.
  • It is easier to implement the MFT algorithm for variable window length. The architecture of a SPECAN processor using MFT is less complex, because the same MFT algorithm can be used for the different window lengths.
  • The full radar resolution can be achieved, because the full Doppler spectrum of the targets can be used for the compression by using high-overlapped DFTs.
  • The output sampling rate of SPECAN is more uniform.

The detailed description of the properties of Doppler history and SIFFT algorithm can be used for the architecture design of a burst mode SAR processor using the SIFFT algorithm. The IMFT algorithm can improve the computational efficiency of the SIFFT algorithm and has the following advantages when it is applied to the SIFFT algorithm:

  • For a given azimuth DFT length, the IMFT algorithm is most efficient when the burst bandwidth (i.e. $N_{IMFT \; min}$) is used. So, beside the efficiency targets with maximum SNR are compressed.
  • The IMFT arithmetic is smooth and it is a quadratic function of the azimuth DFT length opposite to the arithmetic of the IFFT algorithm which is quite variable depending upon the composition of the window length.
  • It is easier to implement the IMFT algorithm for different burst and $N_{FFT}$ lengths, because the same IMFT algorithm can be used for the different window lengths.
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